Linear Algebra I Fin Exa@
Lecturer: Sakaé Fuchino (OO P 2. August 2012

=\ l'\/\— TVE
1 0 -3 -2
Let A= [-3 1 6| and b= 3
2 -2 -1 -1
(a) Find det A
(b) Find A"

(c) Solve the equation Ax = b.

(a):
detA=1x1x(=1)+0x6x24+(=3)x (=3)x(=2)—((—3)x1x24+1x6x(=2)+0x(=3)x(-1))=—-1

(b):

1 0 -3|1 0 O 1 0 -3 1 0 0 2.row + 3 X l.row
-3 1 6(0 1 O ~ 0 1 -3 3 1 0 3.row — 2 X l.row
2 -2 —-1/0 0 1 0o -2 51 -2 0 1
(1 0 =3|1 0 o0
~ 01 -3(3 1 0 3.row + 2 X 2.row
0 0 —-1|14 2 1
[1 0 =3] 1 0 o0
~ 0 1 -3 1 0 (—1) x 3.row
0 0 1| -4 -2 -1
(1 0 o] =11 -6 -3 l.row + 3 X 3.row
~ 0 1 0 -9 -5 -3 2.row + 3 X 3.row
0 0 1 —4 -2 -1
-1 -6 -3
Thus we have: A™' = -9 -5 =3
—4 -2 -1

(c): Ax=b & x = A"'b. Thus
-1 -6 -3]|[-2
x=| -9 -5 -3 3| =
-4 -2 —1|]|-1

1
Let A= [0
1

(a) Decide for which b the matrix A is invertible.
(b) Find A~! for such b that A is invertible.

(c) Decide for which b the equation Ax = 0 has a non trivial solution.

o = O

b
0 | where b represents a number.
1

(a):
A is invertible < det A #0 < 1 x1x1-bx1x1#0&<b#1

(b):
1 0 6|1 0 O 1 0 b 1 0 O 3.row — l.row
01 0|0 1 O ~ 0 1 0 01 0
1 0 1]0 0 1 0 0 1-b|—-1 0 1
1.0 0 1 0 _1bb Lrow — -— X 3.row
- 1
~ 0 1 0 0 1 0 1 X 3.row
1 1 -
0 0 1 -3 0 1%



A7l = 0 1 0

1-b 0 1-0
(c¢): Ax =0 has at least one non trivial solution < A is not invertible & b =1

Find the standard matrices of the following linear transformation from R? to R?:
(a) Reflection through the xs-axis.

(
(

b) Reflection through the origin.

c) Horizontal expansion by factor k (i.e. B] — [kx])

-1 0 0 -1 kE 0
(2): [ 0 1] (b): [—1 0] (e): {0 1}
Find the standard matrix of the linear transformation
3r1 + T2
] -

¢ :R? - R3; [zl 51 + Txa
: z1 + 312
1 3 0 1 3 1
Since ¢( [0}) = |5| and @({1}) = | 7|, the standart matrix of p is M, = |5 7
1 3 1 3

Show that, for an n x n matrix A, 0 is one of its eigen values if and only if A is not

invertible.

0 is an eigen value of A & Ax = 0x (i.e. Ax = 0) has a non-trivial solution < A is not invertible.

@ Suppose that A\; and A\s are two distinct eingen values of a matrix A and u; and us
are eigen vectors corresponding to them respectively. Show that u; and usy are linearly
independent.

We have Au; = \1u; and Auz = \aus.
Suppose that

(1) cviur + a2u2=0

for a1,z € R.
We want to show that oy = as = 0.
By applying A on both sides of (1) we obtain

(2) ardiur + agdouz = A(aiug + aguz) = 0.
By subtracting A\; x (1) from (2) we obtain

(3) az(A2 —A1)uz=0.
Since uz # 0 (uz was an eigen vector) and A2 — \; # 0 by assumption, it follows that as = 0.
By substituting az = 0 in (1) (and noting that u; # 0) we also obtain a; = 0. Thus we have

a1 = as = 0 as desired.



